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Cloud computing is maturing, becoming a viable alternative to classic on-premise IT. 
Cloud facilitates scalability, promising lower fixed and variable costs while supporting 
enterprise growth. The scalability benefits and cost savings can be achieved through on-
demand infrastructure provisioning and reduced on-premise energy consumption. The 
benefits are compelling; however, a quantitative analysis is required. This paper 
describes and demonstrates a methodology for predicting performance, energy and cost 
for expanding on-premise IT into the Cloud.  

 
 
 

1 Introduction 
Cloud computing, one of the current buzzwords in information technology (IT), is a viable option for 
addressing scalability and cost constraints that characterize today’s business systems and applications.  
Although Cloud solutions are still in their infancy, a number of organizations are finding that off-premise 
Cloud is an economical alternative to traditional on-premise IT sprawl.  However, before jumping on the 
Cloud bandwagon, there are a number of key questions that need to be answered, such as:  
 

 Have Cloud solutions evolved enough to meet the demands of your growing enterprise? 
 Is Cloud a good fit for your business from a cost, energy and performance perspective?  
 Are Cloud solutions greener?  
 

Making the right decision requires a formal evaluation to ensure that the benefits of Cloud can be 
quantified, evaluated and realized.  
 
There are numerous definitions of Cloud computing. “Cloud” has the same diversity and abuse of 
definition that “Virtualization” experienced in recent years. As a starting point, consider this definition of 
Cloud and associated services [SEAR2009]: 
 

Cloud computing is a general term for anything that involves delivering hosted services over the 
Internet. These services are broadly divided into three categories: Infrastructure-as-a-Service 
(IaaS), Platform-as-a-Service (PaaS) and Software-as-a-Service (SaaS).  ...  A cloud service has 
three distinct characteristics that differentiate it from traditional hosting. It is sold on demand, 
typically by the minute or the hour; it is elastic -- a user can have as much or as little of a service 
as they want at any given time; and the service is fully managed by the provider. 

 
Cloud sounds very promising, but definitely requires close scrutiny. This paper defines and demonstrates 
a methodology to evaluate scaling into the Cloud. In our case study, we are tasked with finding a way to 
scale our infrastructure to support increasing workload volume. The major constraint we have to address 
is that our data center is reaching its power capacity, so we must minimize any increase in its overall 
energy footprint. Can Cloud meet the needs of the business while limiting the expansion of the data 
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center? The answer is “Yes”, but there are critical factors to fully explore, especially performance and 
cost. 
 
In the following sections we describe how to quantify and evaluate the risks and benefits of Cloud 
computing: 
 

 Business Motivation  
 Cloud Considerations 
 Methodology  
 Case Study   

 
Our primary goal is to demonstrate the methodology for quantitative evaluation of scalability, 
performance, cost and greenness of growing into the Cloud. 

2 Business Motivation 
Cloud provides “on demand” compute resources which promise a more flexible, dynamic, timely, cost-
effective and “greener” solution than traditional on-premise computing. Today’s business requirements 
necessitate highly adaptable IT services. In our current lean economic environment, companies are 
looking for alternatives to expanding their on-premise infrastructures. Many are not willing (or able) to 
make large investments to support business growth. The Cloud is ideal for enabling scalability with low 
entry cost and the opportunity to limit capital expenditure budgets.  
 
By offering elasticity, pay for what you actually use, Cloud supports optimal scalability of IT resources. 
Traditional on-premise computing tends to contribute to IT sprawl; each business unit wants its own IT 
resources and must have enough capacity to handle peak workloads. This approach ultimately results in 
a large number of under-utilized IT resources, especially servers and storage components. With Cloud, 
each business unit can arrange for the timely introduction of compute resources based on current 
demand. Nevertheless, Cloud services must still be closely managed and monitored to ensure efficient 
delivery of business services. 
 
Additionally, the elastic pay-as-you-go cost model may prove attractive to the finance department. 
Operating expenses (OpEx) are often much easier to secure than large capital expenditures (CapEx), 
especially for small to medium sized businesses. IT hardware expenditures are classified as CapEx and 
usually budgeted for technology refresh every 3-5 years. OpEx generally includes electric bills, rent, 
salaries, etc. In the Cloud model, computing costs fall under the OpEx budget, smoothing the hardware 
investment over time versus a large lump sum.  The risk with Cloud, however, is that accumulated cost 
over time may far exceed comparable CapEx investments for hardware and IT resources. Accordingly, 
these investments must be well understood and quantified prior to committing to the Cloud. 
 
Data centers are reaching power limits while rising energy costs are becoming a larger portion of data 
center budgets.  Energy demand of servers drives approximately 80% of total data center IT energy load 
[EPA2007] [KOOM2007A]. Migrating compute tiers into the Cloud prevents an increase in on-premise 
servers and their associated energy footprint. The primary reasons that energy consumption is important 
when considering Cloud computing are [KOOM2007B]:  
 

 Costs of in-house computing energy are not well understood, even by those inside the 
organization 

 Cloud providers have advantages due to load diversity and economies of scale   
 
We will not attempt to quantify the greenness of the Cloud, but assume that energy consumption can be 
managed more effectively by the providers.  
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Government programs may also affect IT budgets when considering Cloud; the Environmental Protection 
Agency (EPA) has recently released Energy Star ratings for servers [ESTA2009] and the US Department 
of Energy is offering rebates for efficient data center operation [DOE2009]. Utility companies such as 
Pacific Gas & Electric and Austin Energy currently have data center efficiency rebate programs in place 
[PGE2009] [AUSE2009]. PG&E’s customer NetApp received a whopping $1.4 million rebate for data 
center energy improvements [NETA2008]. Further, the US House of Representatives Climate Bill 
promises future assessment of carbon penalties or taxes [WSJ2009]. Cloud potentially offers benefits 
from rebates and penalty reductions. 
 
In spite of all the Cloud promises, industry best practices dictate the use of a rigorous methodology that 
includes planning, modeling and energy footprint projections to evaluate and quantify the risks and 
benefits of Cloud computing. This quantitative information uniquely supports the business decision to 
grow into the Cloud (or not).   

3 Cloud Considerations 
To evaluate the risks and benefits of Cloud computing, several factors must be analyzed. The table below 
lists the key attributes and considerations for both traditional on-premise and Cloud computing. Attributes 
highlighted in bold are covered in our case study (see Section 5). 
 

Attribute Traditional On-Premise Cloud Computing 

Infrastructure 
Scalability 

 Add/upgrade/consolidate servers 
(CapEx) 
 May require data center  expansion 

(CapEx) 

 Utilize Cloud resources to scale (OpEx) 
 Limits data center expansion (CapEx) 

Deployment 
Timeline 

 Weeks to months to acquire & deploy  On demand deployment can be 
accomplished in minutes/hours 

Infrastructure 
Management 

 Focus on physical and virtualized 
infrastructure 

 Focus on (virtual) Cloud resources  

Business 
Continuity 

 On-premise IT staff responsible for 
redundancy, high availability, etc. 

 Partner with Cloud provider to ensure 
required redundancy, availability, etc. 

Physical 
Resource 
Utilization 

 Infrastructure must be sized to handle 
peak loads 
 Generally results in low utilization 

during non-peak time 

 Leverage on-demand resources to 
dynamically scale infrastructure 
 Eliminates the need to overbuild 

Network 
Infrastructure 

 Data center IT staff responsible for 
networks and network expansion 
(CapEx) 

 Utilize Cloud network infrastructure 
(OpEx)  
 Additional on-premise network 

resources may be required for Cloud 
communication (CapEx) 

Performance  Response time depends on workload 
volumes & supporting infrastructure 

 Response time depends on the 
responsiveness of the virtual resources 
 Potential new network delay between 

on-premise and Cloud 

Energy    Energy consumption driven by IT 
growth, infrastructure size & 
supporting facility 
 Data center facility has a fixed limit on 

energy consumption (power draw) 

 Energy consumption managed by the 
provider 
 Limits on-premise energy growth  

IT Budget 
Categories 

 CapEx for infrastructure 
 OpEx for facility operation & energy 

 Primarily OpEx for infrastructure 
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Cloud promises flexibility in allocating the IT budget; costs can be structured as upfront expenditures 
(CapEx) or as expenses incurred in the course of ordinary business (OpEx). Some Cloud providers now 
support both cash outlay timing models in which an upfront CapEx expense offsets lower recurring OpEx 
expenses.  Again, these variations in pricing models and service delivery by Cloud providers dictate the 
use of a rigorous analysis process.  
 
In addition to the above attributes, there other factors which are out of scope for this paper that may 
require consideration, including: 
 

 Security 
 Software licensing 
 Operations staffing 

 Facilities costs (e.g., leasing, etc.) 
 Maintenance 

 
Planning for business growth into the Cloud requires consideration of these key attributes to ensure 
adequate infrastructure, scalability, energy and cost management. 

4 Methodology 
Our methodology begins with the identification of potential application tiers or components that can be 
moved to the Cloud. Next, we determine what Cloud services can be utilized.  Then, predictive models 
are developed to evaluate infrastructure requirements, capacity, response time, energy and cost. The 
methodology includes the following steps: 
 

1. Select candidate workloads and business processes 
 Choose a service, tier or platform to move to the Cloud 
 Verify the application is Cloud ready 

2. Identify candidate Cloud providers 
 What services/resources are available (compute power, network, etc.)? 
 What are the Cloud provider’s performance and capacity characteristics? 
 How does the Cloud provider charge for usage? 

3. Model the application (on-premise and Cloud)  
 Determine the on-premise and Cloud resources required to support growth 
 Predict resource utilization, response time and throughput 
 Project the energy footprint  
 Evaluate pricing/TCO 

4. Compare performance, energy and cost factors (on-premise vs. Cloud) 
 Does Cloud reduce the energy required to support application workloads? 
 Can Cloud provide the same or comparable performance as on-premise? 
 Is Cloud cost effective for short and/or long term? 

 
The selection of candidate workloads and business processes must be business-driven. Which 
application tiers are suitable for moving to the Cloud both from an architectural feasibility as well as a 
business process standpoint?  
 
Choosing a Cloud provider requires a survey of those that offer services that meet the needs of the 
business. Furthermore, the pricing structures must be analyzed to choose the most cost-effective solution 
for meeting performance, cost and energy requirements. 
 
Modeling the application requires the development of analytic or simulation models to predict capacity, 
response time and throughput. In order to compare traditional on-premise to off-premise, Cloud resource 
capacity requirements must be determined. Cloud resources are generally priced according to use, so the 
variability of the workload and associated resource usage must be well understood to get an accurate 
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prediction. Many Cloud providers also charge for network bandwidth, so the traffic in and out of the Cloud 
will need to be included in these models. 
 
The energy footprint (EFP) is developed using the process described in [SPEL2008]. Energy usage is 
based on the amount of power consumed over a period of time (e.g., an hour - kWh). The challenge is to 
get reliable power usage metrics for servers. Name plate power metrics are not the best source since 
they represent the maximum power that could possibly be consumed (but never is). Instead, we use 
server power metrics, active idle (IdleW) and maximum power (MaxW), from online vendor tools (e.g., 
Dell Data Center Capacity Planner [Dell2009]).  Since power consumption has a proven linear 
relationship with CPU utilization, we scale the power based on measured CPU utilization. Once the server 
energy footprint is determined, we augment that value with the facility overhead by multiplying by PUE 
(Power Usage Efficiency) to get the fully loaded power consumption. 
 
To calculate the server energy footprint per hour, we use the following equation [SPEL2008]: 
 

EFP(hour) = PUE x IT_kWh(hour), where PUE = 2.0  
 
IT_kWh, the energy used per hour by a set of k servers, is computed using: 
 

IT_kWh(hour) = ∑ [ (MaxWk – IdleWk) x Utilk + IdleWk ] x (1 hour) 
 
A PUE of 2.0 is an industry average endorsed by [EPA2007]. We will compute the EFP for the on-
premise scenario and then compare this to growing into the Cloud. The energy footprint is used to 
calculate energy cost as part of the total cost of ownership (TCO). 
 
TCO is simplified in our methodology to focus on an individual application; for a full-blown data center-
level analysis see [UPTM2008].  In this paper we focus on the cost of hardware, Cloud services, and 
energy for IT and associated site overhead. We assume that software licensing is similar for on- versus 
off-premise and staffing in the data center does not change significantly when moving a single 
application.  We do, however, endorse a more complete TCO analysis for a larger scope; for example, a 
full data center outsourcing, to include licensing, alternative software architectures, testing, maintenance, 
and geographic placement. 

5 Case Study 
The goal of our case study is to demonstrate how to quantify the effect of leveraging the Cloud for 
scalability and energy efficiency.  The application we chose may not be ideal for moving to the Cloud, but 
it provides the context to illustrate the pertinent evaluation criteria and possible risks. Our study begins 
with a functioning on-premise system that is expected to double in terms of workload volume.  Our 
primary question is: 
 

Should we expand our on-premise infrastructure to handle the expected growth, or should we 
leverage the Cloud to support the increased workload volume? 

 
Assume that we will continue to use the current on-premise infrastructure.  The focus is on 
accommodating future workload growth.  Factors that will be addressed in the case study are: 
 

 What additional on-premise infrastructure would we need to support workload growth? 
 What Cloud resources would we utilize to support the additional workload volume? 
 How does the cost compare; on-premise versus Cloud? 
 How is our energy bill affected by growing into the Cloud? 
 Is there a performance penalty for augmenting our on-premise IT infrastructure with the Cloud? 
 Are we able to leverage the on-demand nature of Cloud resources? 
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The case study is organized as follows: 
1. Describe the baseline system (our starting point for the study) 
2. Determine how we can satisfy business requirements 

 Identify tiers to grow into the Cloud 
 Analyze the daily workload volume fluctuation  
 Choose a Cloud provider/solution 

3. Evaluate the required on-premise infrastructure 
 Model the projected growth to determine the additional infrastructure required 
 Determine the cost for additional infrastructure 
 Compute the energy footprint projection (EFP) 

4. Model/predict the effect of growing into the Cloud 
 Predict the Cloud resources required to support the projected workload volume 
 Compute the cost of moving into the Cloud 

5. Compare the performance, cost and energy of the on-premise versus Cloud scenarios 

5.1 Baseline System 

Our case study is based on a Web-based system that resembles the TPC-W benchmark.  The 
benchmarked system is fully described in [DELL2002] [TPC2002].  TPC-W represents a transactional 
Web-based application that mimics the behavior of an online retail store.  Hardware tiers in the system 
are Web, Cache, Image, and Database servers. 
 
Instead of starting with the hardware in the benchmarked system, we will assume that the workload and 
application have grown and the servers have been upgraded to more current models.  Figures 1 and 2 
illustrate and describe the hardware components used as a starting point for our case study. 
 

 
 

Figure 1.  Baseline System Topology 
 
 

Quantity Tier Make/Model TPP Active Idle
(Watts)

Max Power
(Watts)

4 Cache Dell PowerEdge 1850 2.8GHz 20 300 444
1 Database Dell PowerEdge 2950 1.8GHz 81 254 333
7 Image Dell PowerEdge 1850 2.8GHz 20 300 444
15 Web Dell PowerEdge 1850 2.8GHz 20 300 444  

 
Figure 2.  Baseline Server Details 

 
TPP represents the “Total Processing Power” for each server.  TPP is a server configuration parameter in 
the modeling tool we used for our case study [HYPR2009].  TPP quantifies a server’s total compute 
power, taking into account multiple processor chips, cores, threads and their non-linear scaling factors.  
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Daily Workload Growth Pattern
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The right-most columns In Figure 2 are the 
two power metrics for each server showing 
the number of watts consumed when the 
server is idle (Active Idle) and when it is 
running at maximum capacity (Max Power).  
Power metrics were obtained from 
[DELL2009]. 
 
The baseline CPU utilization of the servers is 
shown in Figure 3.  Throughout this study we 
will observe a 70% utilization threshold.  That 
is, we will attempt to maintain a maximum 
CPU utilization of approximately 70% for all 
servers. 
 

5.2 Business Requirements 

Our business is expecting significant growth over the next few months; we expect our peak workloads to 
double. Supporting this increase will require investment in IT infrastructure.  We also have a physical 
constraint in the data center: we are at or near our existing power capacity. As a means of controlling our 
sprawling IT infrastructure, we need to 
evaluate supporting the expected growth by 
growing into the Cloud. 
 
Since the security of our customer data is a 
high priority, the database will remain on-
premise.  We will evaluate the effect of 
adding the necessary Cloud resources to 
support a doubling of the workload for the 
non-database tiers. Since the database is 
staying on-premise, additional latency will be 
introduced between the database and the 
other tiers.  This new latency will be 
incorporated into our analysis of response 
time. 
 
Next, we need to examine the daily and 
hourly workload volumes.  Figure 4 illustrates 
how the daily workload volume fluctuates 
hour-by-hour over the course of a day.  The line represents the historical trend of daily workload 
variability.  To simplify our analysis, we use the bars to estimate the daily workload fluctuation.  Instead of 
analyzing 24 different workload levels (one per hour), we will examine daily workload variability in 25% 
increments (only 4 levels to evaluate). 
 
The final step in meeting our business requirements is to identify a Cloud provider. For this case study, 
we chose Amazon Web Services (AWS) [AMAZ2009] because of the readily available information on 
performance and pricing. AWS offers several different Web Services; Amazon Elastic Compute Cloud 
(EC2) fits our needs from a PaaS perspective. EC2 offers two types of compute instances: Standard and 
High-CPU. We will use Standard instances in our case study. EC2 also offers two different pricing 
models: On-Demand and Reserved Instances. The On-Demand feature allows us to minimize our upfront 

Figure 3.  Baseline Server Utilization 

Figure 4.  Daily Workload Growth 
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Results: On-Premise IT Infrastructure
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investment, necessitated by our OpEx budget considerations. Over time, if we decided to continue to 
utilize EC2, Reserved Instance pricing may be more cost-effective. 

5.3 On-Premise Capacity Planning 

In this section we determine the on-premise 
hardware required to support the increasing 
workload volume.  Figure 5 shows the model 
results of growing the baseline workload in 
increments of 25%. 
 
These results show that all four tiers will 
need to be resized. We expanded the 
capacity of the Web, Cache and Image tiers 
by adding new servers.  The Database was 
upgraded to a more powerful server, Dell’s 
R900. 
 
Figure 6 lists the details of the required on-
premise hardware and the per-server 
attributes of interest for this case study.  This 
infrastructure will serve as the on-premise 
comparison point for our analysis. 
 
 
 

Quantity Change Tier Make/Model TPP Active Idle
(Watts)

Max Power
(Watts)

8 +4 Cache Dell PowerEdge 1850 2.8GHz 20 300 444
1 - Database Dell PowerEdge R900 2.4GHz 182 536 809
14 +7 Image Dell PowerEdge 1850 2.8GHz 20 300 444
35 +20 Web Dell PowerEdge 1850 2.8GHz 20 300 444  

 
Figure 6.  On-Premise Sizing Details 

 
Next, we evaluate the effect of growing into the Cloud.  Instead of adding 31 new servers to our on-
premise infrastructure, we will provision capacity from the Cloud.  Our next step is to construct a 
defensible representation of the EC2 Standard Instances for our modeling tool. 
 

5.4 Cloud Model Configurations 

The three sizes of Standard instances are shown in Figure 7.  The goal of this step is to create 
representative configurations for these instances that are suitable for use in our modeling tool. 
 
Note the multiplicative scalability of the three Standard instances in terms of Compute Units; a Large is 
four times the power of a Small and an Extra Large is twice the power of a Large. 
 
We created new server configurations in our modeling tool that are consistent with the EC2 specification 
(see Figure 8).  We assume that a processor corresponds to a virtual core.  These new configurations will 
be used to represent EC2 Standard servers for modeling. 
 
 

Figure 5.  On-Premise Infrastructure Sizing 
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EC2 Standard Instance Requirements
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Standard
Instance

EC2
Compute

Units

Number of
Virtual Cores Description

Small 1 1
1.7 GB of memory, 1 Amazon EC2 Compute Unit (1 virtual core 
with 1 EC2 Compute Unit), 160 GB of instance storage, 32-bit 
platform

Large 4 2
7.5 GB of memory, 4 Amazon EC2 Compute Units (2 virtual 
cores with 2 EC2 Compute Units each), 850 GB of instance 
storage, 64-bit platform

Extra Large 8 4
15 GB of memory, 8 Amazon EC2 Compute Units (4 virtual 
cores with 2 EC2 Compute Units each), 1690 GB of instance 
storage, 64-bit platform  

 
Figure 7.  EC2 Standard Instances 

 
 

Standard
Instance

EC2 
Compute 

Units

Number of 
Processors TPP

Small 1 1 6
Large 4 2 24
Extra Large 8 4 48  

 
Figure 8.  Model Representation of EC2 Standard Instances 

 

5.5 Cloud Resource Planning 

The model is used to estimate the Cloud 
resources required to support the doubling of 
our baseline workload volume in increments 
of +25%.  Our on-premise infrastructure will 
consist of the originally sized Web, Cache 
and Image tiers (15, 4, and 7 servers, 
respectively).  For the Database, we will start 
with the upgraded R900 (since it is required 
to handle the increasing workload volume). 
 
Figure 9 shows the hour-by-hour instance 
requirement (in terms of count).  We applied 
our 70% utilization threshold to determine 
the number of required instances; that is, we 
added sufficient instances such that the CPU 
utilization never exceeded 70%. 
 
A visual inspection of this chart confirms that 
we are using the proper number of instances.  For example, consider the instances required for 12PM: 87 
Small, 22 Large and 11 XLarge.  These counts approximate the ratio of EC2 Compute Units for these 
instance types shown in Figure 7. 
 
At this point, we have determined the Cloud infrastructure required to support the daily workload volume.  
The next step is to compute the cost of these additional Cloud resources. 

Figure 9.  Standard Instance Requirements 
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Fee Category Price
per GB

GB
per Month

Total
Monthly Cost

Transfer IN $0.10 885 $89
Transfer OUT

First 10 TB/Month $0.17 10,000 $1,700
Next 40 TB/Month $0.13 6,816 $818

Next 100 TB/Month $0.11 - -
Over 150 TB/Month $0.10 - -

TOTAL 17,701 $2,607

5.6 Cloud Cost Estimation 

We use our modeling results to estimate the cost for the three Standard instance sizes.  For pricing, we 
compute the expected cost per month. The following table shows the monthly cost estimation for the EC2 
Cloud instances. 
 

 

Standard
Instance

Total Number of Hourly
Instances per Day

Windows Usage
per Hour Total Monthly Cost

Small 762 $0.125 $2,897
Large 197 $0.50 $2,996
Extra Large 101 $1.00 $3,072  

 
Figure 10.  EC2 Standard Instance Pricing 

 
 
Also included in AWS pricing is a Data 
Transfer fee.  There are separate fees 
for transfers in and out of the Cloud. 
In-bound traffic has a fixed rate per GB 
of data transferred.  Out-bound prices 
vary based on the amount of data 
transferred per month. For our 
application, the majority of this traffic is 
in and out of the Web tier in the Cloud; 
the traffic between the database and 
the Cloud is less than 5%. Figure 11 
shows our analysis of Data Transfer 
fees. These fees are specified per 
month and are independent of the 
instance size. 
 
Figure 12 summarizes the instance and data transfer costs per month.  Instance costs for the three 
instance types are very similar since instance pricing is proportional to the number of Compute Units.  
Note that the smaller the instance, the more closely it is able to match the required compute power and 
avoid excess unused capacity.   

 

 

Standard 
Instance

Instance Cost
per Month

Data Transfer Cost
per Month

Total Cost
per Month

Small $2,897 $2,607 $5,504
Large $2,996 $2,607 $5,603
Extra Large $3,072 $2,607 $5,679  

 
Figure 12.  Estimated EC2 Monthly Pricing 

 

Figure 11.  EC2 Data Transfer Pricing 
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5.7 Energy Footprint Projections 

Energy footprint projections for the on-premise and Cloud scenarios provide us with insight into the 
efficiency of these two solutions.  Our EFP will show the kWh used per hour over the course of a day. 

 Each solution includes the energy footprint of the baseline system 
 For the on-premise scenario, we will add the EFPs for the 31 servers required to satisfy workload 

growth. 
 For the Cloud solution, we assume that the on-premise EFP remains flat (same as the baseline) 

 
The results of the hourly energy footprint projections for the on-premise scenario are shown in Figure 13. 
The largest consumer of energy is the Web tier, which has the largest number of servers (35).  Note the 
gradual rise in power consumption that mirrors the daily workload fluctuation. Figure 14 shows the on-
premise energy footprint when workload growth is handled by the Cloud. Here the energy footprint 
remains constant since our additional load is routed to the Cloud. At this point we have achieved our goal 
of not increasing our on-premise energy consumption by utilizing the Cloud. 
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EFP(hour) - Cloud Scenario
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Figure 13. On-Premise Scenario - Hourly EFP 
 

Figure 14. Cloud Scenario - Hourly EFP 
 

6 Comparison 
In this section we compare the following factors from the on-premise and Cloud scenarios: 

 Energy – On-premise energy 
 Performance – Modeled response time 
 Cost – On-premise hardware and Cloud resources 

 
Our analysis so far has shown that Cloud is a viable option for keeping on-premise energy consumption 
flat.  However, performance and cost must also be evaluated to ensure they meet our business 
requirements. Before proceeding with Cloud, a complete TCO for both on-premise and Cloud should be 
performed. 
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On-Premise vs. Std Small Cloud
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6.1 Energy Comparison 

Energy Footprint: Recall that one of our 
business goals was to limit data center 
power consumption.  The energy footprint 
comparison shows that the Cloud solution 
helps address this goal.  Figure 15 shows 
the hour-by-hour energy footprint for the on-
premise infrastructure in both scenarios. The 
Standard Small Cloud energy footprint 
remains flat since we handle the growth in 
the Cloud (no increase in on-premise 
energy). The on-premise energy starts at a 
higher point since we added 31 servers to 
support increased workload. 
 
 
 
 
 
 
 
 
Energy Cost:  Figure 16 shows the 
cumulative monthly energy cost for the on-
premise versus the Cloud scenario. We 
assume a price per kWh of $0.10 based on 
the US commercial average for March 2009 
[EIA2009]. Your results will vary according to 
the actual cost of electricity. 
 
Since the Cloud scenario only includes the 
energy cost for a smaller on-premise 
infrastructure footprint, after two years it is 
less than half of the cost of having all 
infrastructure located on-premise. 
 
 
 
 

6.2 Performance Comparison 

The response times reported in this section include CPU and network.  For simplicity, we did not include 
database I/O response time since that was assumed to be a fixed component for both the on-premise and 
Cloud scenarios.  Our intent is to focus on the system components that will be most affected by 
movement to the Cloud which are CPU and network delays.  
 
Two separate response time analyses are performed: with and without network latency.  The “without 
network latency” analysis provides insight into the use of Cloud instances rather than on-premise servers.  
The “with network latency” augments those initial results by including the time required for on-premise to 
Cloud communication. 

Figure 16.  Comparison - Monthly Energy Cost 

Figure 15.  Comparison - EFP per Hour 



Leveraging the Cloud for Green IT 

Page 13 of 17 

Modeled Response Time
[Without Network Latency]

0.000

0.002

0.004

0.006

0.008

0.010

0.012

0.014

0.016

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Hour
R

es
po

ns
e 

Ti
m

e
On-Premise Std Small Std Large Std XLarge

Modeled Response Time
[With Network Latency]

0.00
0.01
0.02
0.03
0.04
0.05

0.06
0.07
0.08
0.09
0.10

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23

Hour

R
es

po
ns

e 
Ti

m
e

On-Premise Std Small Std Large Std XLarge

Response Time without Network Latency:  Figure 17 shows the model results: variability of response 
over the course of a day (where new Cloud instances are deployed to match the workload volume).  This 
initial chart does not include any network latency. Variations in response times are due to: 
 

 Hours 0-5: During the first 6 hours, 
all of the workload is handled on-
premise, for both the on-premise and 
Cloud scenarios.  The reason the on-
premise scenario has a smaller 
response time is because the Web, 
Cache and Image tiers have already 
been scaled out to handle the peak 
daily workload volume.  

 Small Instances: As the workload 
increases during the day, the 
response time using the Small 
instances increases dramatically.  
Although we have sufficient total 
compute capacity, the response time 
on the Small instances is larger than 
their on-premise counterpart since 
each individual Small instance is 
slower.  Also, the speed of a virtual 
core on a Small instance is half the 
speed of a virtual core on the Large and XLarge instances.  

 Large & XLarge: The effective processor speed of the Large and XLarge instances is faster than 
their on-premise counterparts.  This is why we see a decrease in response time for the Large and 
XLarge instances; they are running on faster machines. 

 
Response Time with Network Latency:  
Figure 18 shows the modeled average 
transaction response time with network 
latency between the Cloud instances and 
the on-premise database server.  On 
average, there are 1.5 database accesses 
per transaction.  We assumed the on-
premise servers are co-located, while the 
Cloud round-trip network latency adds 100 
milliseconds (approximately the latency 
between Austin, TX and Washington, DC). 
Network latency (0.15 seconds on average) 
dominates the millisecond-level response 
time when workload grows into the Cloud.  
This additional latency is only applied to the 
transactions that are processed in the Cloud. 
Worst case, the database intensive 
transactions have approximately 5 database 
accesses, a 0.5 second increase in 
response time. More detailed modeling of 
the transactions would provide more 
granular predictions, but for an initial 
analysis this result provides what we need. 

Figure 18.  Modeled Response Time 
with Network Latency 

 

 

Figure 17.  Modeled Response Time 
Without Network Latency 
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6.3 Cost Comparison 

The on-premise costs include the new hardware (31 new servers) plus the energy costs for the fully built-
out on-premise server infrastructure. The Cloud cost includes on-premise energy costs for just the on-site 
systems plus the cost of the EC2 instances and data transfer.  The instance-only view of the Cloud 
solution looks less expensive for two years, however, when the additional Cloud data transfer costs are 
included in the analysis, the Cloud solution is only cost effective for the first 12 months.  
 
In this comparison we are only examining the EC2 Small Instances. Cloud costs for the Large and XLarge 
were shown to be marginally higher (less than 5%).   
 
Total Cumulative Cost: Figure 19 shows 
the total cumulative monthly cost for the on-
premise solution versus the Small Instance 
Cloud Solution.  There are two cost curves 
for the Cloud; one that includes data transfer 
costs and one without. 

 The on-premise solution starts off at 
a higher cost point.  This is due to the 
purchase of the extra servers to 
handle the expected workload growth 
(31 new servers). 

 The Cloud solution does not incur 
this up-front cost since it will be 
growing into the Cloud as needed. 

 
Further analysis reveals the following: 

 When data transfer costs are 
included with instance costs, we see 
the breakeven point at 12 months.  

 The on-premise solution may also incur additional network bandwidth costs.  Further analysis and 
modeling is needed to understand exactly how much. 

 The slope of the Cloud cost curves is steeper than the on-premise curve.  This implies that the 
per-month expense of utilizing the Cloud is more expensive than the per-month cost of an on-
premise solution. 

 
On-Premise Cost Breakdown: The two major cost components for the on-premise solution are shown in 
Figure 20 (hardware and energy).  We see that the initial hardware cost required to handle the increased 
workload volume is incurred at the beginning of the two year period and stays flat.  However, the energy 
cost continues to increase at the rate of $3,098 per month. 
 
 

Figure 19.  Total Cumulative Cost Comparison 
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Cumulative Cost Breakdown
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Figure 20. On-Premise Scenario 
Cumulative Monthly Cost 

 
Figure 21. Std Small Cloud Scenario 

Cumulative Monthly Cost 
 
Cloud Cost Breakdown: Figure 21 shows the breakdown of costs for the Standard Small Instance Cloud 
solution.  There are three cost categories for the Cloud solution: 

 Cloud instance cost 
 Cloud data transfer cost 
 On-premise energy cost (for the initial set of baseline servers) 

 
Overall the total is increasing as all the categories increase linearly.  The full-loaded monthly increase is 
approximately $7,018. The on-premise energy is the smallest contributor, while the instances and data 
transfer are approximately 77% of the total. 

7 Summary and Recommendations 
The goal of the paper was to demonstrate a quantitative methodology for evaluating the impact of 
leveraging the Cloud.  Results from the case study show that evaluating a move into the Cloud is a non-
trivial task.  As we saw, modeling the Cloud is a key ingredient to gaining a full understanding of the 
impact. 
 
Recall the questions posed at the beginning of the case study. 

1. What additional on-premise infrastructure would we need to support workload growth? 

We developed a capacity plan for the on-premise infrastructure required to support the expected 
workload growth: upgrading the database and adding a total of 31 new Web/Image/Cache 
servers.  See Figure 6. 

2. What Cloud resources would we utilize to support the additional workload volume? 

Modeling was used to evaluate the required dynamic Cloud resources in terms of Small (87 at 
peak hours), Large (22 at peak), and XLarge EC2 Standard Instances (11 at peak). See Figure 9. 

3. How does the cost compare: on-premise versus Cloud? 

Growing into the Cloud requires less up-front cost.  However, the Cloud can end up costing more.  
You need to have a good understanding of the per-month Cloud costs.  See Figure 19. 

4. How is our energy bill affected by growing into the Cloud? 

Growing into the Cloud enabled us to keep our on-premise energy bill flat – no increase.  This is 
one of the key benefits of utilizing Cloud solutions.  See Figures 13, 14 and 15. 



Leveraging the Cloud for Green IT 

Page 16 of 17 

5. Is there a performance penalty for augmenting our IT infrastructure with the Cloud? 

As we saw in the response time analysis, there are two factors to consider: speed of the Cloud 
instances and additional network latency.  The reduced speed of the Standard Small Instance 
caused an increase in response time for the Cloud-bound workload.  Although there was sufficient 
compute capacity in the Cloud, the speed of the Small instance resulted in increased response 
time.  It was also shown that network latency can have a significant affect on response time.  
Since we kept the database on-premise, we suffered an increase in response time due to the 
Cloud instance interactions with this server.  See Figures 17 and 18. 

6. Are we able to leverage the on-demand nature of Cloud resources? 

We developed our Cloud plan based on the expected daily workload variability.  New Cloud 
instances were provisioned when required, and then released.  This dynamic provisioning enabled 
us to more closely match the infrastructure with the required workload demand.  See Figures 4 
and 9. 

 
The recommendations from this paper are: 

 Focus your analysis on the Cloud provider’s pricing model(s). Evaluate data transfer cost and any 
other miscellaneous costs carefully. As we saw, the cost of Cloud data transfer was almost equal 
to the server instance costs. 

 Don’t ignore performance.  Although the Cloud can provide the required capacity, you also need to 
evaluate the performance. Response times of the Cloud can be the critical decision factor, 
especially if they do not meet business requirements.  

 Manage your energy footprint by leveraging the Cloud.  Utilizing Cloud resources effectively caps 
your on-premise energy cost.  The Cloud offers an alternative to building out your on-premise 
infrastructure to accommodate future growth. Data center power efficiency can be managed with 
the Cloud. 

 Balance CapEx and OpEx based on your business requirements. Cloud allows you to shift large 
infrastructure investments into predictable recurring monthly costs. 

 
Leveraging the Cloud supports Green IT and the requirements of a growing business. However, a 
quantitative analysis of the performance, cost and energy is critical for success. When considering 
growing into the Cloud, mitigate your risk by applying the methodology presented in this paper. 
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